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Merge multiple servers & address spaces into one server (and alarms & conditions + historial data)

� Use cases:
– DNA contains multiple servers for training systems
– Profinet segment can contain 50-100 SimoCode motor controllers with embedded OPC UA Server
– Multiple DNA-OPCUA-Server 5000-10000 tags => Target to provide 100000 variables, large Mill / Marine ship

� One DNA-OPCUA-Server with dna-interconnect starts fast & response time with DNA good
� Aggregate server will connect to 10 DNA-OPCUA-Servers to provide one large address space

� Useless to use own client for each server
� Implementation:

– Pure OPC UA Server & client program (binary protocol, 64-bit program code & memory management)
– Connect, crawl, ”clone address space” and subscribe alarms & conditions
– Address space divided into own namespaces / sub-server
– Subscription/read/write to aggregation server will be done on demand to sub-server
– Sub-server can crash/stop, server will re-connect
– Alarms are cloned run-time as each alarm is received from the sub-server

Aggregation server
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Aggregate - principle
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One merged address space:
- Subscribe / Read / Write variables
- One sub-server can be started, back online
- Alarms & Conditions
- Historical Data Access

Small address spaces:
- Fast to start

• A reduction of load on OPC UA Client application
• Multiple data sources can be used as a single connection
• Easy accessibility and control on multiple OPC Servers

Cloud data lake
Azure / AWS / Google



Left: without aggregation – right: with aggregation server

https://www.semanticscholar.org/paper/OPC-UA-server-aggregation-%E2%80%94-The-foundation-for-an-Grossmann-
Bregulla/cbd605f9b17edfd6b543eca9a9913eee972be964
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Safe way to share values over OPC UA
OPC UA Server – Client – Aggregate for the Mill & Cloud integration
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Mill on-site server:
Digital Twin
DMZ on-site aggregation 
client & server:

Aggregate as client
Subscribe values Aggregate as client

Write values
Subscribe values

Cloud server:

Mill on-site client:

Client will read or 
subscribe values:
Condition / forecast 
/ Setpoints etc.

ValmetXR 3D Digital Twin / MetaVerse
Embedded OPC UA Client
Show live values inside Virtual Model



Configuration



� Line contains 3 values:
“Server-endpoint” “root-nodeId” “filter”

� Similar way to connect DNA OPC UA Servers (no filter):
opc.tcp://A1UA:62544 ns=1;s=DNA
opc.tcp://A2UA:62545 ns=1;s=DNA
opc.tcp://A3UA:62546 ns=1;s=DNA
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Aggregation server – simple configuration
Simple text file – example for 3 “sub-servers”



� Methods are NOT cloned / supported, aggregator will not support method call to sub-server
� Views are NOT cloned / supported
� Types are NOT cloned / supported (sub-server custom types)
� Events are not cloned from original address space, instances are created during runtime

– New events are created under AllCollectedEvents and under sub-server hostname

Limitations: Methods, Views, Types & Event hierarchy

9 December 2022 © Valmet   |  Mika Karaila / OPC UA Aggregation server8



Testing



1. Basic functionality:
– Clone address space variables (sub-server must be running)
– All Types working (at least needed basic types & tables):

� DA read/write (with same hierarchy as at original sub-server, folders/sub-folders/objects)
� A&C with acknowledge/comment (Acknowledge/Comment/Confirm with comment is write to sub-server)
� HA (History trend data is read from sub-server)

– Permissions are set as default DNA permissions

2. Communication:
– Sub-server (one of multiple) re-started / shutdown for a while, Status code of variables, re-connect

3. Long term functionality:
– No memory leaks / no crashes
– Steady & solid communication without any breaks

Testing: OPC UA aggregation server
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Separated namespace for each sub-server
Testing: Basic functionality - Aggregated address space
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Namespace naming:
urn:Server0: + endpoint
Namespace index starts from 2



Testing: Aggregator address space cloned from DNA-OPCUA-Server
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NOTE: NodeId is changed to DNA according the variable name
Original opaque nodeId is hex based string (hard to remember & configure)

Testing: Aggregator address space cloned from DNA INFO Server
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All variables collected same way to own server specific folder & namespace
Testing: Address space – alarms in own server specific folder
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NOTE: Some of AutoID type structures are not supported => no DNA type available
Testing: Aggregator address space cloned from Siemens RFID reader
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Clone address space (not Views/Methods/Types, only configured part of the address space)
Testing: Basic functionality
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DNA-OPCUA-SERVER: ns=1;s=DNA hierarchy cloned Prosys UA Simulation Server: ns=5;s=85/0:Simulation hierarchy cloned

Address space folder:
Server index + Cloned hierarchy name
Description contains server endpoint



Address space structure/hierarchy: Folders & Objects

� Prosys UA Simulation server variables:

� Deep folder / parent object:

Testing: Basic functionality
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Variables: Value & Statuscode

� DNA-OPCUA-Server variables: Set original Statuscode to aggregate server

Testing: Basic functionality
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HERE!



Variables: Value & Statuscode, also SourceTimestamp cloning

� DNA-OPCUA-Server variables: SourceTimestamp
NOTE: ServerTimestamp generated always by server

� Write to aggregate variable => write to sub-server OK

Testing: Basic functionality DA
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Variables: DNA tables

� DNA-OPCUA-Server tables: 1-dim, 2-dim and 3-dim with elem (values), faults and header

Testing: Basic functionality DA
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DNA ana_444 elem with values and faults with fault bits: DNA cha_33 and cha_333 as OPC UA string tables:



Definition, EURange, EngineeringUnits, TwoState values and MultiState EnumStrings
Testing: AnalogDataItem, TwoStateDiscrete, MultiStateDiscrete
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Valmet DNA State texts



OPC UA Alarms & Conditions

� Prosys UA Simulation server: 
Events & Alarms same on both servers

Testing: Basic functionality A&C
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OPC UA Historical Access: Trend data

� Prosys UA Simulation server: 
Historizing true

� Aggregate server will read trend data
from the original sub-server

� Clone other parameters with values and
initialize them with correct values
(like StartOfArchive, Description etc.)

Testing: Basic functionality HA
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Time span: Up to 2 years,  ~70000 values
Testing: Aggregator reading HA trend from DNA INFO Server
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OPC UA Alarms & Conditions

� Aggregate server alarm acknowledge;
Will acknowledge alarm also on 
original sub-server

� Acknowledge server can add comment;
Will comment alarm also on original sub-server (adds after user comment “Commented by Valmet 
Aggregator):

Testing: Basic functionality A&C
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Case: Using DNA permissions

� Set by aggregate server, not cloned as some servers are not DNA servers/do not use permissions
� DNA default permissions used as with DNA-OPCUA-Server (Anonymous cannot write)

Testing: Basic functionality - Permissions
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1-2 seconds to update Statuscode, sub-server starts some seconds to reconnect & update values
Testing: Communication error case - sub-server shutdown
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Sub-server DNA-OPCUA-Server stopped, Statuscode = BadCommunicationError
Testing: Communication – after server re-started
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After server running again, StatusCode = Good



� Memory
� Load
� Stability
� Performance
� Licensing:

– Sub-server address space is browsed, all variables licensed
– Start license / other licenses for the aggregator

� 1 day testing with 1000 variables, 2 servers:
– Memory usage 135Mb
– Load 2%
– Sub-servers re-started once (re-connect test)
– Performance ~1000 variables: 

max 19ms – average 8ms – min 6ms

Testing: Long term functionality
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Scalability & performance



Needs more hardware & sub-servers for the testing
Scalability:
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No visible load with 2 sub-servers: DNA-OPCUA-Server and Prosys UA Simulation Server



2500 variables: min 19ms, avg 132ms, max 500ms, 5000 variables: min 40ms, avg 220ms, max 505ms
UaExpert: Performance tests
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10000 variables: min 115ms, avg 162ms, max 473ms
UaExpert: Performance tests
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100000 variables: min 675ms, avg 712ms, max 935ms
UaExpert: Performance tests
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Tips for testing and debugging 
& 

advanced features



UaExpert settings MUST be changed

� UaExpert: Drag & Drop from hierarchy, Settings 
General.MaxRecursiveChildNodes default 1000 => 10000

� UaExpert, in case of not enough nodeIds on server:
PerformancePlugin.AllowDuplicates default false => true

� UaExpert: NumValuesPerNode => default 10000 => 100000

� Console output logLevel debug: 
– Yellow color static text
– Green color successful information
– Cyan color variable value
– Red color error

Tips for testing
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Start time: Crawling is fast, building address space will take time
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Only user with Administrator role can use ServerCommands methods
Aggregator: Server commands
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Administrator can use ServerCommands method: AddSubServer
Adding new sub-server: Aggregator is running, cannot be restarted
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NOTE: Aggregator will not delete variables from the address space (no cleanup at the moment)
After sub-server started: Aggregator can rebrowse (add new variables)
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NOTE: Command will export each namespace to own individual file
Next slide show usage of XML files.

Save Aggregator address space into the XML file
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Administrator can use ServerCommands method: SaveAddressSpace
NOTE: Can be used to simulate. Prosys UA Simulation server with license needed!

Aggregator starting: preload nodeset from file
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Aggregator will show during startup 
nodeset loading.




